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Identifying One Or More Popular Topics —— 402

A

Using The One Or More Popular Topics To Identify A

Plurality Of Images Associated With The One OrMore | 404

Popular Topics, The Plurality Of Images Being
Associated With Feed Content

Y

Displaying The Plurality Of Images On A User
Interface, The Plurality Of Images Being Grouped And
Displayed Adjacent Or In Close Proximity With Each
Other In One Predefined Area To Minimize Content |~ 406
Between The Plurality Of Images So As To Minimize
Navigation Methods Required To Locate The Plurality
Of Images

FIG. 4B
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Identifying A Search Request Including One OrMore | 59
Search Terms

\ 4
Using The One Or More Search Terms To Generate A
Search Result Having Feed Content

—~— 504

4

A
Using The Feed Content To Identify A Plurality Of
Images

Y

Displaying The Plurality Of Images On A User
Interface, The Plurality Of Images Being Grouped And
Displayed Adjacent Or In Close Proximity With Each
Other In One Predefined Area To Minimize Content |~ 508
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Of Images
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Identifying A User Profile —~— 602

A 4

Using The User Profile To Identify A Plurality Of Images
Associated With The User Profile

—~— 604

A

Displaying The Plurality Of Images On A User
Interface, The Piurality Of images Being Grouped And
Displayed Adjacent Or In Close Proximity With Each
Other In One Predefined Area To Minimize Content  [—~~— 606
Between The Plurality Of Images So As To Minimize
Navigation Methods Required To Locate The Plurality
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Identifying A Long Term Profile Having One

Or More Features In AFeature SetAndA L. 4497

Long Term Level Of Importance Associated
With Each Term In The Feature Set

:

ldentifying A Short Term Profile Having One

Or More Features In The Feature SetAndA | 4404

Short Term Level Of Importance Associated
With Each Term In The Feature Set

.

Identifying Input Related To The Display Of
The Display Of The One Or More Content L1405
ltems On The User Interface

:

Using The Input To Modify The Short Term

Level Of Importance And The Long Term

Level Of Importance Associated With Each  |~—1408

Term In The Feature Set To Form A Modified
User Interest Set

FIG. 14
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1
ACTIVE AND PASSIVE PERSONALIZATION
TECHNIQUES

CROSS-REFERENCE TO RELATED
APPLICATIONS

This applications is a continuation of U.S. patent applica-
tion Ser. No. 12/031,040, filed Feb. 14, 2008 (now allowed),
which claims priority to and benefit from U.S. Provisional
Patent Application No. 60/892,201, filed Feb. 28, 2007, all of
which application are expressly incorporated herein by ref-
erence.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to personalization of content.
More particularly, the present invention relates to user inter-
face techniques and active and passive personalization tech-
niques to enhance a user’s personalization experience.

2. Background

With more and more content being continually added to the
world wide information infrastructure, the volume of infor-
mation accessible via the Internet, can easily overwhelm
someone wishing to locate items of interest. Although such a
large source pool of information is desirable, only a small
amount is usually relevant to a given person. Personalization
techniques are developing to provide intelligent filtering sys-
tems to ‘understand’ a user’s need for specific types of infor-
mation.

Personalization typically requires some aspect of user
modeling. Ideally, a perfect computer model of a user’s brain
would determine the user’s preferences exactly and track
them as the user’s tastes, context, or location change. Such a
model would allow a personal newspaper, for example, to
contain only articles in which the user has interest, and no
article in which the user is not interested. The perfect model
would also display advertisements with 100% user activity
rates (i.e., a viewer would peruse and/or click-through every
ad displayed) and would display only products that a user
would buy. Therefore, personalization requires modeling the
user’s mind with as many of the attendant subtleties as pos-
sible. Unfortunately, user modeling to date (such as informa-
tion filtering agents) has been relatively unsophisticated.

However, personalization content as well as profiles can be
difficult for users to digest, especially where such content is
dispersed through a web page that often requires a large
amount of scrolling. Furthermore, developing a personaliza-
tion profile can be cumbersome and time consuming. Fill-in
profiles represent the simplest form of user modeling for
personalization technology. A fill-in profile may ask for user
demographic information such as income, education, chil-
dren, zip code, sex and age. The form may further ask for
interest information such as sports, hobbies, entertainment,
fashion, technology or news about a particular region, per-
sonality, or institution. The fill-in profile type of user model
misses much of the richness desired in user modeling because
user interests typically do not fall into neat categories.

Feature-based recommendation is a form of user modeling
that considers multiple aspects of a product. For example, a
person may like movies that have the features of action-
adventure, rated R (but not (), and have a good critic review
of B+ or higher (or 3 stars or higher). Such a multiple-feature
classifier such as a neural network can capture the complexity
of user preferences if the interest is rich enough. Text-based
recommendation is a rich form of feature-based recommen-
dation. Text-based documents can be characterized using, for
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example, vector-space methods. Thus, documents containing
the same frequencies of words can be grouped together or
clustered. Presumably, if a user selects one document in a
particular cluster, the user is likely to want to read other
documents in that same cluster.

However, it would be advantageous to provide a user with
a personalization experience that generates positive percep-
tions and responses that encourage users to want to use the
personalization service, while avoiding those negative per-
ceptions that would discourage users from using the system,
in an unintrusive manner so that the user can view content in
a manner with which they are already familiar. Positive per-
ceptions from the point of view of a user include, easily
developing a profile, easily viewing third party profiles, and
easily viewing potentially interesting content.

BRIEF SUMMARY

The principles of the present invention relate to a method
for personalizing content for a particular user in a computing
system comprising a user interface configured to display con-
tent. The method comprises identifying a long term profile
having one or more features in a feature set and a long term
level of importance associated with each term in the feature
set; identifying a short term profile having one or more fea-
tures in the feature set and a short term level of importance
associated with each term in the feature set; identifying input
related to the display of the one or more content items on the
user interface; and using the input to modify the short term
level of importance and the long term level of importance
associated with each term in the feature set to form a modified
user interest set.

This Summary is provided to introduce a selection of con-
cepts in a simplified form that are further described below in
the Detailed Description. This Summary is not intended to
identify key features or essential features of the claimed sub-
jectmatter, nor is it intended to be used as an aid in determin-
ing the scope of the claimed subject matter.

Additional features and advantages will be set forth in the
description which follows, and in part will be obvious from
the description, or may be learned by the practice of the
teaching herein. The features and advantages of the teaching
herein may be realized and obtained by means of the instru-
ments and combinations particularly pointed out in the
appended claims. These and other features will become more
fully apparent from the following description and appended
claims, or may be learned by the practice of the invention as
set forth hereinafter.

BRIEF DESCRIPTION OF THE DRAWINGS

To further clarify the present invention, a more particular
description of the invention will be rendered by reference to
specific embodiments thereof which are illustrated in the
appended drawings. It is appreciated that these drawings
depict only typical embodiments of the invention and are
therefore not to be considered limiting of its scope. The inven-
tion will be described and explained with additional specific-
ity and detail through the use of the accompanying drawings
in which:

FIG. 1 illustrates an exemplary user interface displaying an
image cloud used to obtain initial interests of a user for an
exemplary personalization service.

FIGS. 2A and 2B illustrate an exemplary user interface
displaying an image cloud used to display recommended
content to a user for an exemplary personalization service.
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FIG. 3A illustrates an exemplary method for using an
image cloud to obtain initial interests of a user.

FIG. 3B illustrates an exemplary method for using an
image cloud to display recommended content to a user.

FIG. 4A illustrates an exemplary user interface displaying
animage cloud used to display popular recommended content
to a user for an exemplary personalization service.

FIG. 4B illustrates an exemplary method for using an
image cloud to display popular content to a user.

FIG. 5A illustrates an exemplary user interface displaying
an image cloud used to display search content to a user for an
exemplary personalization service.

FIG. 5B illustrates an exemplary method for using an
image cloud to display search content to a user.

FIG. 6A illustrates an exemplary user interface displaying
a profile image cloud.

FIG. 6B illustrates an exemplary method for displaying a
profile image cloud.

FIGS. 7A through 7D illustrate an exemplary user interface
displaying a profile image cloud for three contacts of the user.

FIG. 8 illustrates an exemplary user interface displaying an
updated profile image cloud.

FIG. 9 illustrates an exemplary user interface displaying
updated recommended content based from the updated pro-
file image cloud.

FIG. 10 illustrates an exemplary network environment for
performing aspects of the present invention.

FIG. 11 illustrates a process for generating a profile for a
content item.

FIG. 12 illustrates an exemplary profile.

FIGS. 13 A through 13C illustrate an embodiment of a short
term and long term profile that change over time.

FIG. 14 illustrates an exemplary method for using short
and long term profiles.

FIG. 15 illustrates a process for a dynamic entity to process
input.

DETAILED DESCRIPTION

The present invention relates to using the concept of “per-
sonalization” in a computer network environment to deliver
the most relevant possible experiences to customers, driving
significant factors such as customer satisfaction and customer
loyalty. Embodiments of the present invention contemplate a
layered, portable, personalization platform that can present
various personalized content sources including, but not lim-
ited to: (1) portal to access web services; (2) feeds and favor-
ites; (3) recommended content; (4) network and channel con-
tent promotions; (5) search results; (6) advertisements; and
(7) social networks. One benefit of the present invention is
that it eliminates the requirement for a user to actively seek
feed sources or to mark favorites in order to provide the user
with personalized content. The present invention automati-
cally identifies relevant content based on the personalization
techniques presented herein. While the focus of the present
invention is to provide personalized content to a user, embodi-
ments may also be coupled with customizable features to
provide even more customer satisfaction and customer loy-
alty. Aspects of the user interface for the personalized plat-
form will first be described, following which will be details
relating to the implementation of personalization techniques,
including the underlying system of the platform.

Definitions

The following provides various definitions that will assist
one of skill in the art to understand the teachings of the present
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invention. It should be understood that the terms are intended
to be broadly construed rather than narrowly construed.

Entity: any user or content item that can be characterized as
having an “interest.” Examples of an entity include a person,
article, image, web page, movie clip, audio clip, feed, promo-
tion, and the like.

User: any person or entity. In some cases, the “user” can be
represented by a screenname or other anonymous identifier. A
known user (whose identity is known) and an anonymous user
(who can be identified through tracking technology) can have
Profiles. An opt-out user is one who has affirmatively elected
to opt-out of having an Profile identified for that user. How-
ever, an opt-out user can still have access to certain person-
alization features of the present invention.

Content item: any information that can be displayed or
played (e.g., audio file or multimedia file) on a communica-
tion device operated by a user.

Feature: generally, a word or textual phrase used to
describe an entity. E.g. “football”, “baseball”, “San Fran-
cisco”, “bring”, etc. The concept of a feature is not limited to
such phrases and can be extended to represent such things as
a category, the source of a feed, the colors of icons, the
existence of images in a story, etc.

Feature set or Feature vector: a set of features associated
with an entity.

Interest: the weighted importance of a feature. E.g., base-
ball can have twice the weighted value as football. There are
both positive and negative interests weightings. They can
represent like/dislike (a person likes football and dislikes
baseball). An interest can be based on a number of factors
such as the number of times a feature appears in an article, the
user’s exhibited interest or lack of interest in a feature, etc.

Interest set or Interest vector: a set of interests associated
with an entity.

Profile: a set of feature vector(s) and/or interest vector(s)
associated with an entity.

Composite Profile: two or more Profiles combined to gen-
erate content based on the combination of the two or more
Profiles

Passive: gathering information about an entity by transpar-
ently monitoring its activities.

Active: gathering information about an entity by having the
entity knowingly express likes and dislikes.

Positive: gathering information about an entity in response
to positive user interest.

Negative: gathering information about an entity in
response to negative user interest.

Static Entity: An entity whose Interest Vector does not
change over time

Dynamic Entity: An entity whose Interest Vector change
over time and could have multiple “snapshots™ of Interest
Vectors based on context/time.

Image Clouds for Presenting Personalized Content

FIGS. 1 through 5 illustrate various aspects of a content
recommendation service 100 that includes various interfaces
that present content to a user and through which a user is able
to interact, and that uses passive and active personalization to
provide a user with personalized content. Optionally,
although not shown, the content recommendation service
may initially display an entrance page briefly describing the
recommendation service and providing an entrance link.

Upon entering the recommendation service 100, as shown
in FIG. 1, the user is presented with a bootstrap image cloud
105 having a plurality of initial images 104. In one embodi-
ment, the images 104 may be determined and presented based
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on known user demographics and/or user interests, such as
from a fill-in type survey. The images 104 may also be
selected based on past searches, past browsing history, past
purchases, and the like, previously performed by the user. If
user demographics, user interests, or other user activity is not
known, the images 104 may be selected from a pool of ‘popu-
lar’ images or a set of images that represent various broad
categories to try to identify user interests.

A user is able to select one or more of the images 104 in the
bootstrap image cloud 105 to indicate his interest in receiving
more content related to the category or subject matter of the
image. Advantageously, the bootstrap image cloud 105 with
initial images 104 provides a way to seed the recommenda-
tion system with initial user interests. The initial image cloud
105 essentially acts as a conversation starter between the user
and the recommendation system that is much easier, more
appealing and enjoyable to use than traditional lengthy fill-in
type survey forms. As shown in FIG. 1, the user selects one or
more images 104A, 104B, as indicated by the “thumbs up”
icon on these images and any others the user feels compelled
to select, which the recommendation service (described
below) will use to automatically find content personalized to
that user.

FIG. 1 introduces the concept of an “image cloud” that will
be referred to at various times throughout this disclosure. An
image cloud enables the user or a third party to easily capture
content of interest to the user or third party in a visually
appealing manner as well as conveying a large amount of
information than could be conveyed using simple text. As
shown in FIG. 1, the images in the image cloud are grouped
and displayed adjacent or in close proximity with each other
in one predefined area. The placement of the images mini-
mizes content such as text, spacing or other content, between
the images. Thus, an image cloud visually represents infor-
mation in the form of images in a manner that a user or other
third party can easily comprehend the images. Such informa-
tion that can be visually represented by an image cloud may
be a bootstrap method, user profile, recommendations, popu-
larity (what’s hot) content, search results, and the like. This
enables a user or third party to view and/or select images in
the image cloud without requiring a user or other third party
to use extensive navigation methods to find images, such as
scroll bars, excessive mousing movements, extensive win-
dow resizing, or the like. Thus, the image cloud also mini-
mizes the navigation methods required to locate the plurality
of images representing visually representing information of
interest.

The term “bootstrap” is appended before the term “image
cloud” simply to describe one embodiment of using image
clouds to assess initial user interests. However, the term boot-
strap should not be construed as limiting in any way to the
scope of the present invention. Furthermore, while the draw-
ings show the bootstrap image cloud as having images of the
same size located in an array, the size, shape, and/or place-
ment of the images can vary based on design considerations.
While one advantage of the present invention is to attempt to
minimize the amount of content located between the image
clouds, it will be appreciated that the present invention also
encompasses variations of image clouds that include a mini-
mal amount of text between and/or overlapping the images of
the image clouds.

In one embodiment, each image in the bootstrap image
cloud 105 relates to a particular category or channel, such as,
but not limited to, politics, elections, world, business/finance,
sports, celebrities, movies, food, home, fashion, health, real
estate, gaming, science, automobiles, architecture, photogra-
phy, travel, pets, and parenting. An example of this embodi-
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ment is where an image represents “politics,” and displays the
President of the United States to visually represent politi-
cally-related content. In one embodiment, hovering over an
image causes a descriptor to appear specifying the particular
category. The categories can be broad or narrow. Content
displayed in response to selection of a category image may
produce content based on popularity and may not necessarily
correspond with the image itself. In other words, selecting an
image ofthe President of the United States may produce feeds
related to the most popular current political issues and on a
particular day may not necessarily be related to the President
of'the United States. In this situation, the image of the Presi-
dent of the United States is used symbolically to represent a
category since the President is a well-known political figure.

In another embodiment, the initial images can relate to a
particular interest (described below) describing the subject
matter specific to the image. In this example, the image of'the
President of the United States may actually visually represent
actual content related specific to the President of the United
States rather than to the category of politics. As discussed
below, where features are assigned to a particular image,
interests can also be assigned. Selection on this type of image
produces feeds related specifically to the image itself because
the feature vector(s) and/or interest vector(s) (i.e., Profile
described below) is used to identify content specifically
related to the Profile of the image is produced. In addition, the
Profile can be used to further tailor presentation of content
based on concepts of sameness and importance, described
below. Thus, selection of the image displaying the President
of'the United States would produce feeds related specifically
to the President of the United States.

As will be discussed below, when a request is received to
generate an image cloud, the personalization system accesses
animage bank to match images based on category or features/
interests. The personalization system also accesses a content
bank to access other content, such as feeds, articles, etc., that
relate to the category or features/interests identified by the
user. The images can further be associated with features/
interests so that when a user selects a particular image, the
personalization system generates content related to the
image. Images can also contain a link that redirects users to a
content provider website.

FIG. 2A illustrates another aspect of the recommendation
service after the user has initially seeded her interests, for
example, using bootstrap image cloud 105. In one embodi-
ment, FIG. 2A illustrates a recommendations page 106 that is
accessible via a tabulation 108. In addition, tabulation 110
can be used to select a popularity page and field 112 can be
used to perform a search.

Recommendations page 106 includes image recommenda-
tions 114 that pictorially depicts a user’s interests via images
such as images 115, 116. For example, images 115 and 116
visually depict topics or persons that the user has expressed
interested in. The collection of image recommendations 114
will also be referred to herein as a “recommendation image
cloud.” Advantageously, a recommendation image cloud pro-
vides a snapshot view of the content that is currently available
based on the current interests of a user. Preferably, these
images also relate to content that the user will most likely be
interested in. Recommendations page 106 may also include
recommendations in the form of text recommendations 118.
This can also be referred to as an “inbox” of recommended
current content that the user is most likely interest in. Text
recommendations 118 include feed content related to the
topics or personalities that may or may not be linked to
images displayed in the recommendation image cloud 114.
Selecting a text recommendation may provide various types
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of feed content, such as, but not limited to, articles, web
pages, video clips, audio clips, images, and the like.

FIG. 2A illustrates that images in image recommendations
114 and feed content in text recommendations 118 relate to
the original selections of the user from the bootstrap image
cloud 105. In one embodiment, a user can review the image
recommendations 114 and affirm or change what is presented
to the user. User input can also affect what appears in text
recommendations 118. For example, as shown in FIG. 2A,
when a user hovers over an image 115, a user interest icon 117
is displayed. User interest icon 117 can display a brief
abstract of the content associated with the image 115. User
interest icon 117 displays a “thumbs up” approval 117a,
“thumbs down” disapproval 1175, and a noncommittal
“save” selection 117¢. A user can select one of these options
to express approval, disapproval, or not commit to a certain
image. These types of input from a user are referred to as
“active” input. As will be discussed in further detail below, a
user’s interests can be weighted based on this active input as
well as other types of user-expressed interest. A selection of
“save” 117¢ may be considered as a “soft like”. In other
words, a “save” may not be given the same weight as a
“thumbs up” but still may be given some small weighting
since the user has expressed enough interest to save the image
for later consideration.

FIG. 2B illustrates a page that is presented to the user after
the user has selected a “thumbs up” 1174 on the user interest
icon 117. FIG. 2B also illustrates an embodiment where the
images 115 in image recommendations 114 are not linked to
the feeds displayed in text recommendations 118. In the text
recommendations 118, the abstracts have changed to reflect
feed content related to the specific image 115 that the user has
selected. FIG. 2B also illustrates that the user can return to
content related to the other images 114 by selecting a refresh
icon 120. Anytime refresh icon 120 is selected, the system
understands this to be a general request for different content
from the recommendation engine. When this icon 120 is
selected, the recommendation system is refreshed to provide
the most current information that relates to the user’s inter-
ests. A “saved” icon 122 can also be used to restore images
that had previously been saved by the user for consideration
from selection such as “saved” 117¢ selection depicted in
FIG. 2A.

As mentioned above, in one embodiment, the text recom-
mendations 118 and image recommendations 114 may also
be interlinked. For example, a user can hover over an image
115 and a popup abstract 117 containing a summary of the
feed content related to that image. Selecting the image 115
causes one or more feed content in text recommendations 118
relating to that image to be highlighted (such that a user can
easily find specific feed content related to that image). As
described below in further detail, the present invention
includes methodologies for personalizing the image recom-
mendations 114 and/or text recommendations 118 using
active and passive personalization techniques.

Thus, FIGS. 1, 2A and 2B illustrate exemplary screen shots
that can be initiated using a bootstrap image cloud. FIG. 3A
illustrates an exemplary method for personalizing content for
aparticular user using an image cloud, the method including,
at 302, displaying a image cloud having a plurality of images
being grouped and displayed adjacent or in close proximity
with each other in one predefined area to minimize content
between the plurality of content images so as to minimize
navigation methods required to locate the plurality of images.
An example of the bootstrap image cloud is depicted in FIG.
1, although various ways of arranging the images in the boot-
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strap image cloud are possible within the broad scope of the
definition of a bootstrap image cloud and consistent with the
teachings herein.

Further, the images in the bootstrap can represent different
ideas. For example, as discussed above, each of the images in
the bootstrap image cloud can be associated with a category,
with each of the images representing a different category.
Alternatively, each of the images in the bootstrap image cloud
can be associated with an interest and interest set based on
actual content of the image.

The method includes, at 304, receiving input from a user
selecting at least one image on the image cloud, at 306,
accessing a plurality of content feeds related to the at least one
image selected by the user (e.g., based on the category or
feature/interests associated with the image), at 308, accessing
a plurality of content images related to the at least one image
selected by the user, at 310, displaying the plurality of content
feeds along with the plurality of images. The method can
further include, at 312, receiving input from a user selecting at
least one content feed or at least one content image, and at
314, rendering content related to the selected content feed or
content image. The bootstrap image cloud thus serves as a
means for obtaining an initial understanding of user interests
to be ableto present content that is more likely to be of interest
to the user.

Of course it will be appreciated that once a user seeds her
interests using, for example, bootstrap image cloud (FIG. 1)
or subsequent use of the recommendations page (FIG. 2A),
that a user can access the recommendation service 100
directly through the recommendations page 106 without hav-
ing to go to the bootstrap image cloud again. However, a user
is always free to restart the recommendation service and go
back through the bootstrap image cloud, if desired.

FIG. 3B depicts an exemplary method for personalizing
content for a particular user using a recommendation image
cloud, the method including, at 320, identifying a user profile,
at 322, using the user profile to identify a plurality of images
associated with feed content, and, at 324, displaying the plu-
rality of images on a user interface, the plurality of images
being grouped and displayed adjacent or in close proximity
with each other in one predefined area to minimize content
between the plurality of images so as to minimize navigation
methods required to locate the plurality of images. When a
user positively selects an image, feed content associated with
the image can be displayed. As mentioned above, if the image
and feed content are both already displayed, selecting the
image may highlight the associated feed content. In any case,
when a user positively or negatively selects an image, the user
profile can be updated accordingly.

In one embodiment, the bootstrap image cloud can be used
to develop a user profile, described in further detail below. In
embodiments where the bootstrap image is related to catego-
ries, the category can be added as a feature to a user profile
and affect an associated interest of the user profile. In embodi-
ments where the bootstrap image has associated profile of
feature vector(s) and/or interest vector(s), the feature vec-
tor(s) and/or interest vector(s) of the bootstrap image can be
used to start or update a user profile.

Turning to FIG. 4A, “what’s hot” tabulation 110 has been
selected to present a popularity content page 130 that pro-
vides additional content to a user based on popularity. Popu-
larity can be based on various demographics including, but
not limited to, what’s popular in the user’s social network,
what’s popular in a geographic region (whether globally,
nationally, regionally, and/or locally), or what is popular with
users of a particular gender, race, age, religion, interests, and
the like. Popularity can be measured by number of views,
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rankings, number of comments, and the like, among the
defined demographic. The default demographic can be based
on what is popular for the country in which the user resides.
The image popular content 132 and text popular content 134
can operate substantially similar to the image and text recom-
mendations 114, 118 of FIG. 2B.

FIG. 4B depicts an exemplary method for personalizing
content for a particular user using a popularity image cloud,
the method including, at 402, identifying one or more popular
topics, at 404, using the one or more popular topics to identify
aplurality of images associated with the one or more popular
topics, the plurality of images being associated with feed
content, and at 406, displaying the plurality of images on a
user interface, the plurality of images being grouped and
displayed adjacent or in close proximity with each other in
one predefined area to minimize content between the plurality
of' images so as to minimize navigation methods required to
locate the plurality of images.

FIG. 5A illustrates a search page 150 that can be accessed,
for example, by selecting tabulation 152. The search results
page 150 includes a search field 112 that a user can use to find
content of interest. Like the recommendation page, search
results on the search page 150 can be displayed by an image
search results 154 that pictorially displays the search results
in the form of images, such as 156. The search images can also
be referred to as a “search image cloud.” Search results page
150 may also include search results in the form of text search
results 158. Image search results 154 and text search results
158 can operate substantially similar to image and/or text
recommendations 114, 118 of FIG. 2B.

FIG. 5B depicts an exemplary method for personalizing
content for a particular user using a search image cloud, the
method including, at 502, identifying a search request includ-
ing one or more search terms, at 504, using the one or more
search terms to generate a search result having feed content,
at506, using the feed content to identify a plurality of images,
and at 508, displaying the plurality of images on a user inter-
face, the plurality of images being grouped and displayed
adjacent or in close proximity with each other in one pre-
defined area to minimize content between the plurality of
images so as to minimize navigation methods required to
locate the plurality of images.

Advantageously, providing the bootstrap image cloud 105,
recommendations page 106, popularity page 130, and/or
search page 150 using image content and/or text content,
provides various sources of content that allows a user or third
person (i.e., visitor) to visually see what is or potentially
could be important to a user to better personalize recommen-
dations and searches to a user. User interaction with any of
these sources affects a user profile, which, in turn, affects
subsequent content that is presented to the user. For example,
when a user interacts with the popularity page 130 and search
page 150, such interaction affects content presented on the
recommendations page 106. Of course, other ways of recom-
mending and obtaining user interest activity can be imple-
mented in combination with one or more of these types of
content delivery. For example, a wild card page could be
added that allows a user to simply view an assortment of
random content to see if any of the random content catches the
user’s interest. Or, the user could access a topographical page
that lists any number of potential interests by alphabetical
order. Similar to the initial images 104, the user could select
on any of these images and/or text results which would pro-
vide additional information to personalize content for a user.

It will be appreciated that the image cloud/text content
paradigm may be used in other contexts other than recom-
mendations, popularity, and search results. For example, this
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same paradigm could extend to channel based content and
programming. In one embodiment, a commerce service
might have a page specifically directed to real estate. When a
user accesses the real estate page, potential real estate recom-
mendations can be presented to the user based on, among
other things, the user’s personalization profile. Thus, poten-
tial real estate content is matched up with user interests for
that particular content page, presenting properties in an image
cloud and presenting text recommendations about properties,
schools, or other aspects of that geographical area.

In another example, a page about a particular topic can be
programmed to present an image cloud and text content based
on one or more users’ interest in that topic. In contrast to a
standard dynamic web page that displays preprogrammed
images and text about a topic, a community generated page is
actually built from what one or more user profiles that have a
current interest in the topic as opposed to what an editorial
publisher ‘thinks’ readers are interested in. Thus, the commu-
nity-generated page will dynamically change as the interests
of the community changes.

The content presented to a user can depend on the classi-
fication of the user. For known users and anonymous users,
the personalization attributes of the recommendations page
106, popularity page 130 and search page 150 will be fully
functional based on the user’s profile. However, for opt-out
users where a user profile is unavailable, other mechanisms
are used to provide content for the popularity page 130 and
search page 150 so that they appear to have personalization
attributes.

Social Interactivity

The present invention allows for various levels of social
interactivity with regard to active and passive personalization.
The above describes providing bootstrap, recommended,
popular, and searched content in the form of image clouds
and/or text based on a user’s interests. Another way to view a
user’s interests is to view a user profile. FIGS. 6A through 12
illustrate various aspects of social interactivity that can occur
through displaying a user’s and other third party profiles.

Besides directly accessing a user profile page, the user can
access her profile while in other content areas of the site. For
example, as the user is interacting with the dynamic aspects of
the recommendation page described above, a social network
icon (not shown) can be located in various content areas of the
personalization service to allow a user to be directed to her
user profile. As shown in FIG. 6A, a user’s personalization
page may have a user profile, denoted as “brainwaves” tab
184 that redirects the user to her own profile image cloud.

As shown in FIG. 6A, profile image cloud 200 depicts a
user’s interests pictorially via one or more images 202. The
difference between images 202 of FIG. 6 A and images 114 of
FIG. 2B is that in the profile image cloud, the images 202 are
not necessarily tied to feeds that are currently available. That
is, the images 202 visually represent a true depiction of a
user’s interests at that point in time. A profile image cloud
enables the user or a third party to easily capture the user
interests in a visually appealing manner as well as conveying
a large amount of information than could be conveyed using
simple text. The images in the profile image cloud are
grouped and displayed adjacent or in close proximity with
each other in one predefined area. The placement of the
images minimizes content such as text, spacing or other con-
tent, between the images. Thus, a profile image cloud visually
represents information about the user in the form of images in
a manner that a user or other third party can easily compre-
hend the images. Such user information that can be visually
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represented by an image cloud includes information about
topics or categories, brands, sports teams, activities, hobbies,
TV shows, movies, personalities, or any other interest that can
be visually depicted.

In addition to visually depicting a user’s interests, the
images in the profile image cloud are interactive which
enables a user or third party to view and/or select images in
the image cloud without requiring a user or other third party
to use extensive navigation methods to find images, such as
scroll bars, excessive mousing movements, extensive win-
dow resizing, or the like. Thus, the profile image cloud also
minimizes the navigation methods required to locate and/or
select the plurality of images visually representing informa-
tion of interest about the user.

FIG. 6B depicts an exemplary method for personalizing
content for a particular user using a user profile image cloud,
the method including, at 602 identifying a user profile, at 604,
using the user profile to identify a plurality of images associ-
ated with the user profile, and, at 606, displaying the plurality
of images on a user interface, the plurality of images being
grouped and displayed adjacent or in close proximity with
each other in one predefined area to minimize content
between the plurality of images so as to minimize navigation
methods required to locate the plurality of images.

The size, shape and/or layout of the images in the user
profile image cloud can vary based on design considerations.
For example, not all images in an image cloud may have the
same level of user interest. Profile image cloud 200 illustrates
that images can be displayed in different sizes, which is one
example of varying the display of images to reflect varying
levels of interest (with larger sizing reflecting greater interest
and smaller sizing reflecting less interest). In one embodi-
ment, interest level can be based on how many of the features
of an image match the features of a user profile.

The method further includes detecting a change in the user
profile, selecting new images to be included in the plurality of
images, and dynamically changing the display of the plurality
of'images with the selected new images in a manner substan-
tially real-time with the detected change in the user profile.
Thus, the profile image cloud can be refreshed as the user’s
profile and interests change. The user’s profile can change
based on active and passive personalization, as discussed
below. Having image clouds that are interactive is one
example of active personalization. The user can interact with
her own user profile as well as the user profiles of other third
parties, such as, but not limited to, buddies, celebrities, and
communities, as will now be described.

FIG. 6A also illustrates a user’s social network 206, which
lists one or more buddy icons 208. As shown in FIG. 6A, the
icons 208 related to each buddy may reflect how similar or
dissimilar the buddy is to the user. Displaying buddies based
on similarities/dissimilarities provides an interactive way for
the user to identify with buddies in her social network. Buddy
displays can be dynamically updated in real time so that the
user can view how her buddies’interest compare to hers over
time. While FIG. 6A shows that similarity/dissimilarity of
buddies is shown by displaying icons 208 of different sizes
(with larger size indicating more similarity and smaller size
depicted less similarity), other methods can also be used
including, but not limited to sizing, different iconic symbols,
color, graphics, text, transparency, and the like.

Upon selecting a first buddy 2084, as shown in FIG. 7A, the
buddy’s profile image cloud 210 is displayed containing
images 212. A user is thus able to view the buddy’s interests.
For example, if it is nearing the buddy’s birthday, the user
may view a buddy’s interests to get ideas for gifts. The user
can also approve/disapprove of as many of the images 212
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displayed in the buddy’s profile image cloud as desired via a
user interest icon 214 that appears when the user hovers over
the image. FIG. 7A illustrates the user selecting image 212 for
buddy 208a. The user can also select image 213 for buddy
2085 as shown in FIG. 7B and image 215 for buddy 208d as
shown in FIG. 7C. In other words, the user can view and/or
comment on the images in any of her buddy’s profile image
clouds. Advantageously, this provides a simple, visually
appealing method for allowing a user to view, adopt, and/or
disagree with their friends’ interests.

FIG. 6A also illustrates that profile image clouds of other
entities may also be viewed and/or accessed by the user. For
example, celebrities 220 is another category in which entities
may be identifiable. As shown in FIG. 7D, when the user
selects celebrity 220a, the user can view the celebrity profile
image cloud 222 containing images 224 and can approve/
disapprove of any or all of these images. In one embodiment,
a celebrity profile image cloud 218 may not be a true depic-
tion of the celebrity’s interests, but rather a public persona
that the celebrity wishes to project. For example, a movie star
celebrity may only wish to have predefined features pertain-
ing to material that promotes his/her public image repre-
sented in the celebrity profile. This illustrates the flexibility of
the present invention in a user being allowed to develop
various personas that can be projected via image clouds. Of
course, the ability to have multiple personas extends to any
user, not just celebrities. So, if a user wants to make available
one persona to certain members of its social network, but
another persona to the rest of the world, the user can activate
and/or deactivate certain features that the user has in her
profile.

Referring back to FIG. 6A, another category in which
entities could be placed is communities 230. Communities
include a composite profile of two or more entities. For
example, the profiles of all of a user’s buddies may be merged
to form a composite profile and displayed via a single “all
buddies” profile icon 230a. Another type of community can
be created based on geographic region. For example, the
system may provide a view of the combined user profiles in
the community of New York City 2304, or the community of
California 230¢, which the user can select to view an image
cloud representing what the collective users of those regions
are currently interested in. Thus, a community profile can be
defined by various demographics including, but not limited
to, the user’s social network, a geographic region, or users of
a particular gender, race, age, interests, and the like.

A user can view and interact with the celebrity and com-
munity profiles similarly to how is done for buddy profiles.
Upon receiving these user interest activities, the system
updates the user’s profile, which, in turn, updates the user’s
profile image cloud 200A, shown in FIG. 8. As shown therein,
the user’s profile image cloud has changed to reflect images
212, 213, 215, 224 that are also a part of the user’s buddies’
profile image clouds. As will be appreciated, by the user
adopting these images and their corresponding features and/
or interests into the user’s own profile, the user’s profile will
be correspondingly updated.

The user’s social network may provide enhanced features
which assist a user in identifying third party profiles (includ-
ing buddy, celebrity and community profiles). As mentioned
above, similar or dissimilar profiles can be identified to the
user. Similarity can be broadly or more narrowly tailored
depending on the level of profiling utilized. A particular user
can have more than one profile associated therewith. So, if the
user wants comparisons performed based on one or more
profiles, the one or more profile can be matched up with third
party profiles having the same feature vector(s) and/or inter-
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est vector(s). One example of where this can be useful is when
a user wants to know which of her buddies is like-minded
right now. When buddies having the same or similar profiles
identified, the user can start an IM session with one or more of
those buddies. The same methods can be applied to find
buddies who have completely different profiles, celebrities
who have the same profile, a dating prospect who has similar
profiles and is in their same location, or for other purposes. In
one embodiment, the display of similarity or dissimilarity of
buddy profiles can be dynamically adjusted in real time as the
user and the user’s buddies change their interests over time.

A user may share her updated profile with other users
through a sharing tool. The user may also view updated rec-
ommended feed content based on the user’s updated profile,
such as by selecting an icon 228. FIG. 9 illustrates that rec-
ommendation content can be dynamically updated based on
changes in the user’s profile. FIG. 9 also shows another
embodiment for displaying recommended feed content. As
shown, an inbox 166 now has updated feed content 170
related to the images that the user accepted from the profiles
of other users in her social network. Furthermore, a recom-
mendation image cloud 186 is displayed showing images
relating to feeds currently available related to the user’s pro-
file.

The foregoing thus illustrates the ease by which the user
can readily adopt interests in an active and engaging manner
using a social network.

Concepts of Personalization

As illustrated in the exemplary screen shots of FIGS. 1
through 9, one aspect of the present invention is to associate
users with personalized content on a real-time basis. The goal
of personalization is to create desirable perceptions and
responses from the user and encourage a user to continue to
use the system while avoiding those undesirable perceptions
that discourage users from using the system.

Desirable Perceptions from the point of view of'a user: (1)
seeing what the user wants; (2) anticipating user interests; (3)
changing recommendations when the user wants; and (4)
having a user read everything recommended. Perceptions to
avoid from the point of view of the user: (1) avoid delivering
the same content; (2) avoid recommending useless content;
(3) avoid delivering old content when the user really wants
something new; (4) avoid delivering content on only a few of
the user’s interests—if the user has a lot of interests, provide
content on as many interests as possible; and (5) avoid staying
on an interest when the user has moved on to generate difter-
ent interests.

The image clouds used for the initial interests conversation
starter (i.e., bootstrap), profiles, recommendations, popular-
ity content, and/or search content, facilitate personalization
by making the personalization experience more appealing
and intuitive for the user. Images are generally easier for user
to quickly assimilate and comprehend than the text used to
describe the same concept. While the image clouds of the
present invention are not limited to any particular personal-
ization system, one exemplary network environment for
implementing a personalization system will now be
described.

FIG. 10 is a diagram of an exemplary embodiment of a
system 1000 for personalizing content to a user. As shown in
FIG. 10, images and feed content, such as articles in an online
publication, are stored in a database or other content reposi-
tory 1004 at a content site 1002. Content site 1002 also
includes content server 1003, which is coupled to content
database 1004. The embodiment described herein uses the
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Internet 1015 (or any other suitable information transmission
medium) to transmit the contents from content server 1003 to
a computer 1010, where the contents are viewed by a user via
a web browser, or the like. In an exemplary embodiment,
HTTP protocol is used for fetching and displaying the con-
tents, but any suitable content display protocol may alterna-
tively be employed.

In order to personalize the information for a particular user,
a login server 1013 is provided to identify each unique user
through a login procedure. Of course, some users will not be
identifiable but may still use the system as an anonymous
user. In the presently described embodiment, information
associated with a given user is divided into one or more
databases (or any other type of content repository). One
server 1006 contains information facilitating user login and
password registration, and a second database 1007 is used to
store user profile data. Profile database 1007 contains user
profiles, versions of user profiles (or snapshots), and ear-
marks separate user profiles. Data in profile database 1007 is
used by a ranking engine 1005 to rank content, contained in
content database 1004, for each user.

Various other databases may hold information that can
contribute to personalizing content for a user. A dictionary
database 1011 stores thousands of potential features. Cur-
rently, the dictionary database 1011 can use a repository of
over 25,000 computer-generated features. Additionally, the
present invention allows a user to add to this repository. For
example, when a user types in a word that is not found in the
repository, but the system determines that that word is a
significant term that should be included in the interest, that
term can be added to the repository for future reference.
Terms in the repository can include lists of significant persons
or places, for example, musicians, rock groups, sports figures,
political figures and other famous people. Terms in the reposi-
tory can also be in different languages.

A user history database 1014 holds information relating to
a user history where for users who are anonymous. A rel-
evance database 1012 holds data relating to content relevance
values which represent the strength of reader’s preference for
viewing a given content item. For example, the relevance
database may hold rankings, read history, and the like for
particular content items.

The present invention also contemplates that advertise-
ment content can be personalized and presented to a user.
Thus, as shown in FIG. 10, ranking engine 1005 may com-
municate with an advertisement database 1009 and advertise-
ment server 1008 to rank and present advertisement content
(whether images, feeds, or other type of content), to a user.

While ranking engine 1005 is shown as a single element,
ranking engine 1005 can include a plurality of servers that are
each configured to perform one aspect of personalization in
parallel, thus distributing the processing requirements. Fur-
thermore, all of the elements shown to the left of internet 1015
can be part of the same site, or, alternatively, can be distrib-
uted across multiple sites and/or third party sites.

Thus, any entity (i.e., users and/or content) can be assigned
one or more features which can then be used to determine
interests to generate a profile for that entity. Features can be
visible or transparent. That is, some features may be view-
able, selectable, and/or usable by users. Other features, how-
ever, may be unviewable, unselectable, and/or unusable by
users. For example, computer generated significant features
will unlikely be human consumable. However, features such
as people, places or categories will likely have a human
readable form.

In one embodiment, computer generated interests are cre-
ated by analyzing a broad set of textual information related to
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an entity and determining which words and phrases are sig-
nificant for a particular entity. For example, with regard to a
group of articles, interests can be defined for each article and
used to distinguish one article from another. As will be
described below, a composite profile can also be created for
the group of articles. The computer generated features can be
determined by analyzing articles, search logs, and the like in
order to mine this information. In one embodiment, dupli-
cated phrases are eliminated within a particular interest.

In another embodiment, features can be defined from dif-
ferent sources other than being computer-generated. For
example, users may be able to define certain features (such as
tagging). Or, the features may be available from demographic
information, such as names or places. In these cases, the
features may be in human readable form.

In one embodiment, a computer-generated feature soft-
ware analyzes content and determines significant words
related to these articles. In one example of an article, features
for identified to create a feature vector for the article. In
addition, an interest vector for an article can be created by
counting all the occurrences of each word in the article and
creating an interest vector whose components comprise the
word frequencies. The article can thus be represented by a
point in a high-dimensional space whose axes represent the
words in a given dictionary. The software attempts to elimi-
nate words that are too commonly used that don’t contribute
to determining a unique feature (e.g., ‘stop words’ such as
“the,” “an,” “and,” etc.). Stems of words are used so that, for
example, “see” and “seeing” are considered to be the same
word.

The software can identify features such as categories (e.g.,
science, education, news) and can identify features that are
meaningful in that particular context. The reverse might also
be true where the software concludes, based on identifying
certain meaningful words that the content item belongs to a
particular category. In some cases, recommendations can
then be based on a category, which provides potential content
recommendations. For example, a user may begin expressing
interest in a particular sports figure. However, if it becomes
apparent that a user wants content about anything relating to
the sports team to which the sports figure belongs, the system
can recommend more content on the feature that is category-
based, rather than specifically using the sport figure’s name as
a feature.

The present invention also assigns an interest weighting to
each feature for each entity or group of entities. In one
embodiment, certain features can have a greater weight than
others. For example, names of people may carry a greater
weight than computer generated words/features. Further-
more, interest can be presented both positively and nega-
tively. For example, a negative rating from a user may assign
a negative interest to a feature.

Thus, embodiments of the invention are directed to deter-
mining a set of significant features to create feature vector(s),
attaching weighting to features to create interest vector(s),
resulting in profiles. The invention also includes comparing,
combining and/or ranking profiles. Various algorithmic mod-
els can be used to implement embodiments of the present
invention. The present invention contemplates that different
test implementations could be used with users being able to
vote or provide input on the best implementations. The
‘engine’ that drives this test bed is relatively flexible and easy
to modify so that a reasonably large number of permutations
can be tried with a flexible user interface that allows users to
easily provide input.

The system of the present invention performs the above
functions by using feature vector(s) and/or interest vector(s)
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to create one or more profiles for each entity. The profile of an
entity forms the input to the adaptive ranking engine 1005.
Since the present invention accounts for the possibility of
negative interests, it is possible to account for negative data.
The output of the ranking engine is a value which represents
the strength of a particular user’s preference for reading that
particular content item. In this manner, content items of any
type can be rank ordered by the numerical value of the output
of'the ranking system. This allows for comparison-type func-
tionality such as displaying images in image clouds, how
similar/dissimilar entities are from each other, and the like.

With reference to FIG. 11, together with FIG. 10, an exem-
plary embodiment 1100 of processes and systems for gener-
ating a feature vector and an interest vector for a content item
is depicted. When a content service 1101 (which could be the
content site 1002) identifies article content 1102, an interest
extractor 1104 (which can be part of ranking engine 1005)
evaluates all or some of the article contents 1102 (e.g., head-
line, title, lead, summary, abstract, body, comments) to deter-
mine features and frequency of features. It may, in some
cases, be advantageous to use more than just the headlines of
news articles to perform the profiling because of the small
number of words involved. In such cases, it is possible to
include a summary of the article for use in generating the
profile. The full article is likely to be too long and may slow
down the computation of the ranking engine. A summary
allows a richer and more specific match to user interests. A
summary may consist of the first paragraph of a news story or
a more sophisticated natural language processing method
may be employed to summarize the articles. Summaries gen-
erally lead to better precision in ranking articles according to
user preferences than leads but may not be quite as precise as
whole articles. However, the use of summaries is likely to
provide better computational performance than the use of
entire articles due to the fewer number of words involved.

An article 1102 is only one example of an entity that can be
evaluated to generate a profile. Other entities can be used, but
for purposes of this description, an article will be described.
In one embodiment, the interest extractor 1104 extracts fea-
tures based on their existence in the text and/or metadata
associated with the entity. The interest extractor 1104 can
match every 1, 2 and 3 word phrase against the dictionary
1011 to determine if certain phrases contain significance
within the article. The interest extractor 1104 can add cat-
egory features based on the source of the article. In one
embodiment, the content of an article can be normalized to
speed of processing requirement of interest extractor 1104.
For example, text can be normalized using, but not limited to
lower casing all alpha characters, maintaining all digits,
removing all punctuation, removing excess white space,
removing stopper words, and the like.

The interest extractor 1104 calculates an interest weighting
for each feature depending on its significance to produce the
Profile. Interests can be attached to the features by various
methods based on, but not limited to, arbitrarily setting an
interest for each feature to 1, frequency of occurrence of the
feature in the content, location of the feature in the article
(e.g., the title gets more weight than the description/sum-
mary), bolded text gets more weight, features closer to the
beginning get interest weighting, and the like. Generating
profiles for content items using interest extractor 1104 can be
preprocessed and stored in a database, or, can be performed in
real-time as the content item is identified. In one embodiment,
the feature vectors and interest vectors are stored in separate
databases with pointers referring to each other and to their
respective content item.
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The interest extractor 1104 also identifies a “maximum
score” that can be attributed to an entity by summing the
positive interest vectors of all of the features. This maximum
score can then be used to normalize ranking scores. The
interest extractor 1104 may also take into account negative
interest vectors. This can be valuable if contra-indicative
features are detected. In the example of ‘fender’ and ‘amps’,
‘fender’ can mean a car fender or a brand of sound amplifiers.
The distinction may be the existence of ‘amps’ contra-indi-
cating cars but positively indicating music. Thus, an article
profile having one or more feature vectors and one or more
interest vectors (denoted as article interests 1105) is gener-
ated.

A duplicate detection module 1106 (which can also be part
of ranking engine 1005) determines whether the article 1102
is a duplicate. The duplicate detection 1106 accesses an
article index 1114. In one embodiment, the duplicate detec-
tion 1106 uses the title and summary of the entities or articles
to determine if they are duplicate. The duplicate detection
1106 can be engaged by certain triggers, for example, if at
least 75 percent of the article can be understood using features
(in other words, the system knows enough about the article to
understand its significance), duplication analysis can occur
on the article. In another embodiment, duplicate detection
1106 compares the feature vector and/or interest vector of the
article 1102 to all other previously evaluated articles to deter-
mine if “sameness” or “importance” exists. In one embodi-
ment, article 1102 may actually be slightly different than
another article (e.g., written by different press agencies).
However, if the sameness and importance of both articles are
substantially the same, the duplicate detection 1106 deter-
mines that the two articles are duplicates for purposes of
determining that a user does not want to be presented with two
articles having substantially the same content and substan-
tially the same importance level assigned to the content.

A tolerance range can be established to determine when
articles or entities exhibit duplicity. For example, if the two
entities being compared have a 95% sameness with regard to
title/summary evaluation or feature/interest evaluation, then
the articles could be considered duplicates. Other tolerance
ranges are possible, and the user may be able to define the
stringency level of the tolerance range.

Thus, if duplicate detection 1106 identifies article 1102 as
a duplicate, the article 1102 can be stored as a duplicate set
1108. In one embodiment, duplicate articles are stored in sets,
only the original article in the set being indexed by indexer
1112 (which can be part of ranking engine 1005). Indexer
1112 optimizes indexed search performance so that the ‘best’
article in the set is returned when the indexed article is rec-
ommended. ‘Best’ can be defined as the article from the most
reliable source or the most recent version of the article.

In one embodiment, a source quality module 1110 can be
used to determine if two articles having similar sameness and
interest have different quality. That is, one may come from a
more reliable source than the other (e.g., Reuters v. blog). So,
if there are duplicate articles and article 1102 comes from a
more high quality source, then the best article will be indexed
by indexer 1112 as the ‘best’ article in the set to be returned.
In one embodiment, the ‘best’ article may be stored in a cache
to speed retrieval of the article.

Indexer 1112 creates an inverted index 1114 of the interests
of an entity or article. The first time an article 1102 is identi-
fied (i.e, not a duplicate), indexer 1112 indexes article 1102
along with any corresponding profiles, metadata, or other
searchable data and stores this indexed data in article index
1114 so that the article 1102 can be easily identified in storage
or otherwise accessible by the system and/or a user. The next

10

15

20

25

30

35

40

45

50

55

60

65

18

time a duplicate of article 1102 is identified, the indexed data
is already stored in article index 1114. So, the duplicate article
1102 can simply be stored in a duplicate set with the original
article 1102. The duplicate article 1102 and the original
article 1102 are analyzed to determine which comes from the
most reliable source. The highest quality article is flagged to
be returned whenever a request is made to access an article
from that duplicate set. Subsequent duplicate articles are ana-
lyzed to determine whether they are higher quality than the
previous highest quality article and, if so, are flagged as the
current highest quality article. The information in duplicate
set 1108 and/or article index 1114 then becomes available for
finding profiles for static entities, combining profiles of static
entities together with other static entities and/or dynamic
entities, and/or comparing and ranking profiles of static enti-
ties and/or dynamic entities to each other. For example, a user
could identify a feature and the indexer would return all ofthe
entities that have an interest in that feature.

FIG. 12 depicts an example of profile in a two-dimensional
form with a horizontal continuum of features representing
potentially thousands of words and vertical bars representing
the interest assigned to each feature or word. Where the
horizontal continuum represents potential words in a dictio-
nary, each word assigned to an ith position, and the horizontal
line represents a zero value vector and above the horizontal
continuum represent a positive value and below the horizontal
continuum represents a negative value, the profile of the
entity shown in FIG. 12 could be represented as

(0,5,0,0,-3,0,3,0,0,-5,0,0,4,0,0,1,0,0,-1,0, 0,0,
3...)
where a position, 0 or negative value is placed in each Wi
position to represent the level of importance of that feature.
The interest vector is based on the frequency of that term in
the content item, although the interest vector could be based
on other factors as discussed above. In some embodiments,
static content may have mostly zeros and positive values,
although, as shown here, it is possible for static content to also
have negative value associated therewith. Words in the con-
tent that are not in the dictionary can either be ignored, or the
dictionary can be expanded to contain additional Wi words, as
mentioned above.

It will be appreciated that the feature vectors and interest
vectors can be represented in three-dimensional form. In the
three-dimensional analysis, content items containing similar
concepts are found close together. On the other hand, dissimi-
lar content items are far apart as given by a distance measure
in this space. A typical metric, well-known in the art, repre-
senting the distance between two content items in this vector
space is formed by the normalized dot product (also known as
the inner product) of the two vectors representing the content
items.

Generally, it is desirable to enable profiles to have both
feature vectors and interest vectors that are reflective of the
amount of interest that a particular user or content item has for
a particular feature. However, in some embodiments, it may
be easier to simply use only a feature vector with a binary
frequency (i.e., a count of either 1 or 0) for each word as a very
good approximation. For example, for headlines and leads,
word frequencies are rarely greater than one. In this sense, the
feature vector would also produce a binary interest descriptor,
s0 as to simplify implementation of the present invention.

The present system uses profiles to generate personalized
content. User profiles can be generated in various ways. In
one example, a user profile may be a combination of all of the
profiles of the content items that have been viewed by the user
with old content items eventually dropping off the user profile
so as to be more reflective of a user’s current interests. In



US 9,159,082 B2

19

another embodiment, user profiles can be a combination of
user viewing history as well as user ratings so that the user
profile can have negative interest values associated therewith
to determine what the user is not interested in. User profiles
can be generated by evaluating active and passive behavior of
the user. User profiles are also able to reflect positive interest
in certain content as well as negative interest.

Generally, a user profile can generally have long feature
vector(s) and/or interest vector(s) while the length of a feature
vector and/or interest vector for other content types such as
feed content, article, documents, images, and the like, is gen-
erally shorter. Therefore, the present system measures dis-
tance between the long vectors of the user profile and the short
vectors of other content items. These short vectors, in one
embodiment of the invention, may have binary components
representing the positive presence, or negative presence of
each word, thereby simplifying the computation of content
relevance. The ranking engine may use the profiles for users
to identify one or more content items that the user would
likely be interested in reading. Various algorithms can be used
by ranking engine 1005 such as, but not limited to, Rocchio’s
method, Naive Bayes or other Bayesian techniques, Support
Vector Machine (SVM) or other neural network techniques,
and the like.

Since the present invention is not dependent on a particular
type of personalization algorithm to generate content, further
personalization algorithms will not be described in order to
prevent obscuring the present invention.

Dynamic Profiles for Dynamic Entities

The present invention also allows a dynamic profile to be
created for dynamic entities, which dynamic profile can vary
in real-time based on identified short term and/or long term
interests. The present invention provides monitoring and
learning about a dynamic entity using indirect (or passive)
and direct (or active) techniques. Both passive and active can
implement negative and positive feedback. Because a person
is the most typical example of a dynamic entity, the term
“user” will be used to refer to a dynamic entity.

Direct/Active Indirect/Passive
Negative Positive Negative Positive
feedback feedback feedback feedback

Direct or active methods of identifying features/interests
are similar to the method described above for static entities.
Active techniques include allowing a user to actually input
information such as likes/dislikes (such as via a thumbs
up/thumbs down interface). For example, in one embodi-
ment, the user enters text describing her interests (or disinter-
ests) and, for example, an interest extractor extracts features
from the input text, such as a search term entry, or an interest
extract extracts text from content. Active can also include
allowing a user to create a profile indicating likes/dislikes,
monitoring text or clicks that a user inputs, as well as obtain-
ing negative feedback such as responding to a survey. Active
can also be implicitly implied by what a user selects. In
addition, the user can view her dynamic profile and the user
can correct/modify the profile, which would provide another
avenue of active personalization.

Adding weights for direct features can be handled similarly
to static entities such as, but not limited to, arbitrarily setto 1,
the number of occurrences, and the like. Modifications to
weights can be based on, but not limited to, an entity click
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multiplier, a thumbs up multiplier, a thumbs down multiplier,
a search term multiplier, a description multiplier, and the like.

Indirect or passive methods of identifying features/inter-
ests occur when the profile expresses interest (or disinterest)
in other entities, such that the interests of the selected entity
are added to the dynamic profile. Passive techniques include
monitoring the behavior of a dynamic entity without requir-
ing the dynamic entity to actively provide information to the
profile updater, such as monitoring searches, clicks, articles
accessed by a dynamic entity, etc. With passive, the user does
not do anything to personalize and passive feedback is gen-
erally positive. Negative passive is difficult to ascertain, but
might be done if the profile updater recommends something
and the user does not respond, the profile updater can down-
grade a particular profile feature in short term and/or long
term.

Adding weights for indirect features includes, but is not
limited to arbitrarily set to 1, the weight of the feature in the
selected entity, some value based on how much weight the
feature already has in the profile, and the like. For example, if
the profile indicates a strong like of a feature, but the feature
appears in a disliked entity, perhaps it should not be down-
graded. It may be better to downgrade only features that the
user has previously been ambivalent about or disliked.

For dynamic entities which learn their interests there needs
to be a corresponding concept of unlearning interests. The
user will lose interest in certain features just as they gain
interest in other features. The system should learn to stop
recommending things that the user has lost interest in. Thus,
for both direct and indirect techniques, positive and negative
weights may be used for particular features. Learning algo-
rithms can learn whether passive factors should be given more
weight than active factors and vice versa. In addition, it is
important to allow for negative information to allow the sys-
tem to contradict itself in order to unlearn things about a user
so that the recommendation system doesn’t keep sending the
user content in which she has no interest.

Loss of interest can be determined passively and actively.
One example of passive unlearning is when the user stops
clicking on recommended articles reflecting that interest. An
example of active unlearning is when the user thumbs down
on recommended articles reflecting that interest. In order to
passively reduce interests, a duration of interest can be
defined. The system can be configured to use un-reiterated
interests for a specified amount of time, such as, but not
limited to, over lifetime of profile, based on clock time (days,
weeks), or based on interactions (clicks, read of articles). In
one embodiment, interests that are rarely reflected in articles
(long tail interests) can also be considered. Ideally, the system
does not want to forget about those interests strictly by time,
because they may not show up often enough. This unlearning
effect can be achieved multiple ways such as, but not limited
to a disinterest model that reduces an interest’s weight when-
ever an entity selected by those interests is presented and is
not clicked on, a half-life model that reduces the weight of all
interests over time independent of whether any entities cho-
sen by them have been displayed.

Maximum Weightings

In one embodiment, a feature can have a maximum interest
level. A maximum interest level can be beneficial where it is
know that a user has a lot of interest in a particular feature and
to provide a reasonable measurement of interest. Weights
obtained from direct and indirect techniques for a particular
feature can also be given a maximum in order to limit the
extent to which a feature can dominate an entity. As men-
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tioned above, actions such as, but not limited to, article reads,
thumbs up/thumbs down, search, image click, refreshing, and
the like, can cause a change in a feature’s weight.

Possible ways to implement maximums include, but are
not limited to, a hard maximum where no feature can exceed
this weight, a soft maximum where after reaching the maxi-
mum, the weight increases at a much slower rate, a soft and a
hard maximum where features that reach the soft maximum
increase much more slowly but stop at the hard maximum,
and the like. Weights can approach maximums using, but not
limited to, a straight line where weights are directly added
together, a slowing curve where new weights are reduced
before being added so that they become smaller as the maxi-
mum is approached, and the like. Maximum weighting also
applies to negative interest activity.

Thus, in one embodiment, repeated clicks or interest activ-
ity by a user is measured by an asymptotic curve theory that
the more the user expresses interest activity, the closer it
reaches a maximum amount. So, for example, in one particu-
lar embodiment, no soft limit is applied, ahard limit is applied
of 10 times a thumbs up weight, and a slowing curve is
applied where weights are reduced by (max weight—current
weight)/max weight. Thus, the first click on “Tom Cruise”
may be assigned an interest level of 4, the next click only
increases the interest level to a 6, the following click increases
to an 8 until a maximum of 10 is reached. Thus, each click
reduces the effect of the interest level by a decreases amount
and will never exceed a maximum interest level. In addition to
this half-life model that has just been described, other algo-
rithms for determining maximum weights include, but are not
limited to, Bayesian, naive Bayesian, perceptron, and other
theories.

Short Term Versus Long Term Profiles

In some embodiments, it may be desirable to identify both
a short term and a long term profile. So, a dynamic profile can
be created based on active/passive personalization in which a
number of features are associated with each user. Dynamic
entities can usually be assumed to have short and/or long term
interests, i.e., what the entity is interested in right now and
what interests define it over the long haul. For a system to be
effective, it is necessary to recommend entities which have
relevance to both long and short term interests. Perhaps long
term interests are more effective at giving a person a ‘start of
session’ list of entities. But short term interests may be better
at recommending entities that match a ‘train of thought’.

Thus, in embodiments where users are the dynamic entity,
there are various levels of profiling that the profile updater
may perform:

1) Opt-out user —profile updater can’t create profiles for
these types of users. However, these types of users are
allowed to access other interest sets.

2) Short term profile—this represents what the user is
currently interested in right now, but may also be a
sporadic interest. However, there are specific things that
can occur with a short term profile.

3) Long term and short term profile—includes long term
interests so that recommended content is better targeted
to the user and adjusts and learns as the user’s interests
changes over time. Thus, over time, the long term fea-
tures will change as well as the weights associated with
each feature.

Thus, different types of users can be identified. Known
users and anonymous users can have short term and/or long
term profiles attached to them. Known users are, for
examples, users who may have registered for an account
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which identifies information about the user. Anonymous
users may not be identifiable by name or other demographic
information, but may be identifiable through other tracking
technology such as, but not limited to, cookies. Once a
dynamic profile is generated, there are various things you can
do with short term and/or long term profiles. For example, a
search engine can provide content based on a user’s long
term/short term profile including web pages, images, video,
RSS articles, advertising. Short term provides immediate rec-
ommendations while long term provides consistent content.
In another example, based on just short term profile, (i.e.,
train of thought processes), if a user clicks on something, the
search engine can try to anticipate where the user is going.
Each subsequent click then changes the short term profile and
the search engine then adjusts accordingly.

Thelong term profile is simply a set of interests. So, to store
it, the engine creates a string equivalent of each interest and
concatenates them together into a string representing the set.
In one embodiment, an interest can be represented as:

A feature ID
Positive Weight
Negative Weight
Age

an integer unique within its feature set

an integer value of the positive weight

an integer value of the negative weight

an integer value representing an aging value of the
interest (used for unlearning)

A short term profile can be stored similarly to long term
profile, but in a non-persistent memory such as a cache. It will
be appreciated that the short term and/or long term profiles
can be updated periodically including, but not limited to,
whenever any change is detected in the session, every N
changes, whenever a significant change is detected (e.g.,
interests have changed significantly enough to warrant a
change in profile), at the end of a session, and the like.

In one embodiment, the recommendation engine uses both
long and short term interest sets. Only the long term interests
are remembered across sessions. On session start, the long
term interest set is copied into the short term interest set.
Recommendations are always made from the short term inter-
est set. Long term interests are stored to persistent memory
every 5 changes and at end of session (no activity for 30
minutes). Of course, other configurations of settings can
apply to decrease processing power and/or achieve particular
results.

Where both short and long term profiles are used, they may
differ in how they react to learning interests. The long term set
may try to damp out fluctuations in the profile. The short term
may enhance them. A user’s long term interests may not be
greatly affected by a single interaction but rather build up over
time and stabilize, only changing when a new interest is
introduced. Even then, a new interest could only affect the
long term profile significantly if the interest is re-iterated
several times. However, short term interests can be very
dynamic and reflect strongly whatever the user is currently
interested in. Short term interests only learn over the lifetime
of'a session, not the lifetime of an entity. Thus, depending on
whether short term or long term interests are being used
and/or affected, it may or may not be required to store data
between sessions.

The tables below depict one embodiment of a short term
and a long term profile at time T, and time T, . The table show
that in one embodiment, a profile can include a number of
features, with each feature being associated with a channel or
topic. Also associated with each feature is a weight, resulting
in an interest set of the combined features/weights. The fol-
lowing assumes that the user has a long term profile and has
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started a new session. At T, the short term profile and the long
term profile are essentially the same. In contrast, supposed at
T, auser has selected an article relating to news about a major
basketball game, the dynamic profile the short term profile
may change drastically, as shown at time T, while the long
term profile may change only moderately.

Dynamic Profile for User a at Time T,

10

24

The foregoing is intended to show that the short term
profile and long term profile behave independently from each
other. As shown in the table below, the learning and unlearn-
ing algorithms for short and long term profiles can be separate
and independent from each other.

Short Term Profile Long Term Profile

Learning algorithm
Unlearning algorithm

Learning algorithm
Unlearning algorithm

Channel Feature Long Term  Short Term
Sports Basketball 75% 75%
Cars Ferrari 65% 65%

Entertainment Concert Tickets 15% 15%

Dynamic Profile for User a at Time T,

Channel Feature Long Term Short Term
Sports Basketball 85% 100%
Cars Ferrari 55% 0%
Entertainment Concert Tickets 10% 0%
News Article 95% 100%

In one embodiment, every interaction updates both the
long and short term interests. The short term interests receive
an exaggerated impact. User activity can also affect the user’s
short term profile. For example, if a user just reads an article,
they only get a certain amount of weight affect. However, if
the user clicks on something in the article, there is a larger
impact on the weight. Other user interest activity can be
assigned different positive and/or negative weight multipliers
such as, but not limited to, thumbs up/thumbs down, rankings,
clicks throughs, hovering, and the like.

FIGS. 13 A through 13C illustrate an embodiment of a short
term and long term profile that change over time. As shown in
FIG. 13A, when a user starts a session, a short term profile is
created for the session, which reflects the same interest set as
the long term profile. FIG. 13 A illustrates that the short term
and long term profiles can be a continuum of features and the
bars represent the user’s interest in a particular feature at the
start of the session.

FIG. 13B illustrates the change to the short term and long
term profile after a user activity. The hatched bars illustrate
the effect of the new activity. When a user clicks on a particu-
lar feature (that may or may not already be in the interest set),
the detected interest activity affects both the short term profile
and the long term profile. However, the short term profile is
affected by a larger degree than the long term profile—that is,
the short term profile is more reactive. Thus, as illustrated in
FIG. 13B, the hatched bars on the short term profile are longer
than the hatched bars on the long term profile to reflect a
higher reactivity. In one embodiment, an initial reactivity
setting is to have the short term profile react twice as much as
the long term profile. However, iterative analysis can deter-
mine to what degree the short term profile and long term
profile should react.

Now suppose that the user clicks on another feature that
hasn’t been identified before. The short term profile and long
term profile will react as shown in FIG. 13C. As time goes on,
user activity or inactivity can cause the weighting of the
features to increase or decrease.
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That is, in one embodiment, the learning algorithm for the
short term profile can be different than the learning algorithm
for the long term profile. Further, in one embodiment, the
learning algorithm for the short term profile can be different
than the unlearning algorithm for the same short term profile.
The same could hold true for the long term profile. To sum-
marize, the short term profile and long term profile can learn
and unlearn differently from each other and from within the
profile itself.

FIG. 14 illustrates an exemplary method for personalizing
content for a particular user using both long and short term
profiles, the method including, at 1402, identifying a long
term profile having one or more features in a feature set and a
long term level of importance associated with each term in the
feature set and, at 1404, identifying a short term profile hav-
ing one or more features in the feature set and a short term
level of importance associated with each term in the feature
set. Examples of long and short term profiles may be seen in
FIGS. 13A and 13C. The method further includes, at 1406,
identifying input related to the display of the one or more
content items on the user interface, and, at 1408, using the
input to modify the short term level of importance and the
long term level of importance associated with each term in the
feature set to form a modified user interest set.

Updating Profiles

With regard to FIG. 15, systems and methods 1550 for
processing input by a dynamic entity are illustrated. In one
embodiment, the input is a user clicking on another entity in
order to access the content. In this example, the click 1552
accesses an article contents 1554 (e.g., title, summary,
abstract, body) to determine features and interests. An article
1554 is only one example of an entity that can be accessed.
Other entities can be used, but for purposes of this descrip-
tion, an article will be described.

With the selection of (or clicking on) the article 1554, a
request is sent to interest extractor 1556. The request includes
the article 1554 (e.g., text). The interest extractor 1556 oper-
ates similarly to interest extractor 1104 (FIG. 11) to identify
an interest set 1558 associated with the article. If article has
previously been evaluated for interests (e.g., FIG. 11), then
the process may skip this evaluation step and access article
interests by accessing article index 1114 (see FIG. 11).

However, in some embodiments, even if the article itself
already has an interest set, that instance of a user clicking on
a particular textual portion of the article may assign even
greater weight to that feature, making the interest set even
different than what may be stored and/or evaluated previously
for that article. In another embodiment, the article might be
only a piece of a larger entity. For example, the larger entity
might be a search result, and the user may select only certain
textual portion of the search results. While the larger search
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result might have a certain interest set, the particular portion
selected (or clicked on) by the user might have a very different
interest set.

A profile updater 1560 then accesses a user history 1562
that may be stored in a database 1564 and updates the user’s
dynamic profile including long term interests and short term
interests 1566 and stores the updated profile in database 1568.
Profile updater 1560 uses the interests of an article and
merges it into the interests of the user. For example, profile
updater 1560 can add newly read or rated articles to the user’s
history. The short term interest thus persists as long as the user
is logged into a particular session. The long term interests
persist even after a user has logged out of a session and can be
stored in database 1568. In one embodiment, a long term
interest may change only if significant changes occur. Sig-
nificance can be based on the likelihood that recommenda-
tions will be modified after the change. In one embodiment,
where the user selects on multiple entities desiring to com-
bine their profiles, the profile updater 1560 may create a
combined profile specific to that particular request and store
the profile in database 1568.

It will be appreciated that the article 1554 represents any
entity from which features and/or interest can be identified.
For example, the entity may be another user with a dynamic
profile that reflects interests. Further, the user could select
multiple different entities, in which case, the profile updater
1560 could be modified to combine the interests of the mul-
tiple different entities and/or user.

Embodiments include general-purpose and/or special-pur-
pose devices or systems that include both hardware and/or
software components. Embodiments may also include physi-
cal computer-readable media and/or intangible computer-
readable media for carrying or having computer-executable
instructions, data structures, and/or data signals stored
thereon. Such physical computer-readable media and/or
intangible computer-readable media can be any available
media that can be accessed by a general purpose or special
purpose computer. By way of example, and not limitation,
such physical computer-readable media can include RAM,
ROM, EEPROM, CD-ROM or other optical disk storage,
magnetic disk storage or other magnetic storage devices,
other semiconductor storage media, or any other physical
medium which can be used to store desired data in the form of
computer-executable instructions, data structures and/or data
signals, and which can be accessed by a general purpose or
special purpose computer. Within a general purpose or special
purpose computer, intangible computer-readable media can
include electromagnetic means for conveying a data signal
from one part of the computer to another, such as through
circuitry residing in the computer.

When information is transferred or provided over a net-
work or another communications connection (either hard-
wired, wireless, or a combination of hardwired or wireless) to
a computer, hardwired devices for sending and receiving
computer-executable instructions, data structures, and/or
data signals (e.g., wires, cables, optical fibers, electronic cir-
cuitry, chemical, and the like) should properly be viewed as
physical computer-readable mediums while wireless carriers
or wireless mediums for sending and/or receiving computer-
executable instructions, data structures, and/or data signals
(e.g., radio communications, satellite communications, infra-
red communications, and the like) should properly be viewed
as intangible computer-readable mediums. Combinations of
the above should also be included within the scope of com-
puter-readable media.

Computer-executable instructions include, for example,
instructions, data, and/or data signals which cause a general
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purpose computer, special purpose computer, or special pur-
pose processing device to perform a certain function or group
of functions. Although not required, aspects of the invention
have been described herein in the general context of com-
puter-executable instructions, such as program modules,
being executed by computers, in network environments and/
or non-network environments. Generally, program modules
include routines, programs, objects, components, and content
structures that perform particular tasks or implement particu-
lar abstract content types. Computer-executable instructions,
associated content structures, and program modules represent
examples of program code for executing aspects of the meth-
ods disclosed herein.

Embodiments may also include computer program prod-
ucts for use in the systems of the present invention, the com-
puter program product having a physical computer-readable
medium having computer readable program code stored
thereon, the computer readable program code comprising
computer executable instructions that, when executed by a
processor, cause the system to perform the methods of the
present invention.

The present invention may be embodied in other specific
forms without departing from its spirit or essential character-
istics. The described embodiments are to be considered in all
respects only as illustrative and not restrictive. The scope of
the invention is, therefore, indicated by the appended claims
rather than by the foregoing description. All changes which
come within the meaning and range of equivalency of the
claims are to be embraced within their scope.

What is claimed is:

1. A method comprising:

identifying, for a user and based on a first set of user

activity, a set of long term interests associated with one
or more features of a feature set;

generating, by one or more computing devices, a first pro-

file associated with the user based on the set of long term
interests;

identifying, for the user and based on a second set of user

activity, a set of short term interests associated with the
one or more features of the feature set; and

generating, by the one or more computing devices, a sec-

ond profile associated with the user based on set of short
term interests.

2. The method of claim 1, further comprising:

identifying, based on input from a user, a selection of one

or more authentication measures allowing third-party
access to the first profile or the second profile.

3. The method of claim 1, wherein identifying the set of
long term interests comprises:

monitoring positive user expressions based on at least user

searches, web clicks, or selected web pages; and

monitoring negative user expressions based on at least a

lack of interaction with one or more items presented to
the user.

4. The method of claim 3, further comprising:

applying weights to one or more interests in the set of long

term interests based on at least one of (i) whether an
interest was determined based on positive or negative
user expressions, (ii) a number of user expressions asso-
ciated with an interest; (iii) a frequency of user expres-
sions associated with an interest; or (iv) a pre-deter-
mined half-life of an interest.

5. The method of claim 4, wherein a particular interest of
the one or more interests is weighted more heavily if the
particular interest is also associated with another feature set
different from the feature set.
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6. The method of claim 1, further comprising:

after generation of the first profile and the second profile,
identifying input representing an interaction of the user
with one or more images presented on a user interface;
and

modifying, based on the input, the first profile and the

second profile to indicate a modified long term interest
and a modified short term interest.

7. The method of claim 1, further comprising:

selecting one or more content items to present to the user

based on at least the second profile;

causing display of the one or more content items;

receiving, after generation of the first profile, user activity

with the one or more content items; and

modifying the first profile based at least on the user activity

with the one or more content items.

8. An apparatus comprising:

one or more processors; and

memory storing executable instructions that, when

executed by the one or more processors, cause the appa-

ratus to:

identify, for a user and based on a first set of user activity,
a set of long term interests associated with one or
more features of a feature set;

generate a first profile associated with the user based on
the set of long term interests;

identify, for the user and based on a second set of user
activity, a set of short term interests associated with
the one or more features of the feature set; and

generate a second profile associated with the user based
on the set of short term interests.

9. The apparatus of claim 8, wherein the executable
instructions, when executed by the one or more processors,
cause the apparatus to:

identify, based on input from a user, a selection of one or

more authentication measures allowing third-party
access to the first profile or the second profile.
10. The apparatus of claim 8, wherein causing the appara-
tus to identify the set of long term interests comprises causing
the apparatus to:
monitor positive user expressions based on at least user
searches, web clicks, or selected web pages; and

monitor negative user expressions based on at least a lack
of interaction with one or more items presented to the
user.

11. The apparatus of claim 10, wherein the executable
instructions, when executed by the one or more processors,
cause the apparatus to:

apply weights to one or more interests in the set of long

term interests based on at least one of (i) whether an
interest was determined based on positive or negative
user expressions, (ii) a number of user expressions asso-
ciated with an interest; (iii) a frequency of user expres-
sions associated with an interest; or (iv) a pre-deter-
mined half-life of an interest.

12. The apparatus of claim 11, wherein a particular interest
of the one or more interests is weighted more heavily if the
particular interest is also associated with another feature set
different from the feature set.

13. The apparatus of claim 8, wherein the executable
instructions, when executed by the one or more processors,
cause the apparatus to:

after generation of the first profile and the second profile,

identify input representing an interaction of the user
with one or more images presented on a user interface;
and
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modify, based on the input, the first profile and the second
profile to indicate a modified long term interest and a
modified short term interest.

14. The apparatus of claim 13, wherein the executable
instructions, when executed by the one or more processors,
cause the apparatus to:

select one or more content items to present to the user based

on at least the second profile;

cause display of the one or more content items;

receive, after generation of the first profile, user activity

with the one or more content items; and

modify the first profile based at least on the user activity

with the one or more content items.

15. One or more non-transitory computer-readable media
storing executable instructions that, when executed, cause an
apparatus to:

identify, for a user and based on a first set of user activity,

a set of long term interests associated with one or more
features of a feature set;

generate a first profile associated with the user based on the

set of long term interests;

identify, for the user and based on a second set of user

activity, a set of short term interests associated with the
one or more features of the feature set; and

generate a second profile associated with the user based on

the set of short term interests.

16. The one or more non-transitory computer-readable
media of claim 15, wherein the executable instructions, when
executed, cause the apparatus to:

identify, based on input from a user, a selection of one or

more authentication measures allowing third-party
access to the first profile or the second profile.
17. The one or more non-transitory computer-readable
media of claim 15, wherein causing the apparatus to identify
the set of long term interests comprises causing the apparatus
to:
monitor positive user expressions based on at least user
searches, web clicks, or selected web pages; and

monitor negative user expressions based on at least a lack
of interaction with one or more items presented to the
user.

18. The one or more non-transitory computer-readable
media of claim 17, wherein the executable instructions, when
executed, cause the apparatus to:

apply weights to one or more interests in the set of long

term interests based on at least one of (i) whether an
interest was determined based on positive or negative
user expressions, (ii) a number of user expressions asso-
ciated with an interest; (iii) a frequency of user expres-
sions associated with an interest; or (iv) a pre-deter-
mined half-life of an interest.

19. The one or more non-transitory computer-readable
media of claim 15, wherein the executable instructions, when
executed, cause the apparatus to:

after generation of the first profile and the second profile,

identify input representing an interaction of the user
with one or more images presented on a user interface;
and

modify, based on the input, the first profile and the second

profile to indicate a modified long term interest and a
modified short term interest.

20. The one or more non-transitory computer-readable
media of claim 19, wherein the executable instructions, when
executed, cause the apparatus to:

select one or more content items to present to the user based

on at least the second profile;

cause display of the one or more content items;
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receive, after generation of the first profile, user activity

with the one or more content items; and

modify the first profile based at least on the user activity

with the one or more content items.

21. The method of claim 1, wherein the first set of user
activity comprises one or more first activities by the user with
a social network, and wherein the second set of user activity
comprises one or more second activities by the user with the
social network.
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